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ABSTRACT

Context. The processes allowing the escape of ionizing photons from galaxies into the intergalactic medium are poorly known.
Aims. To understand how Lyman continuum (LyC) photons escape galaxies, we constrain the H1 covering fractions and column
densities using ultraviolet H1 and metal absorption lines of 18 star-forming galaxies which have Lyman series observations. Nine of
these galaxies are confirmed LyC emitters.

Methods. We fit the stellar continuum, dust attenuation, metal, and H 1 properties to consistently determine the UV attenuation, as well
as the column densities and covering factors of neutral hydrogen and metals. We use synthetic interstellar absorption lines to explore
the systematics of our measurements. Then we apply our method to the observed UV spectra of low-redshift and z ~ 2 galaxies.
Results. The observed Hr lines are found to be saturated in all galaxies. An indirect approach using O1 column densities and the
observed O/H abundances yields H1 column densities of log(Vy 1) ~ 18.6 — 20 cm™. These columns are too high to allow the escape
of ionizing photons. We find that the known LyC leakers have H1 covering fractions less than unity. lonizing photons escape through
optically thin holes/channels in a clumpy interstellar medium. Our simulations confirm that the H1 covering fractions are accurately
recovered. The Sim and H1 covering fractions scale linearly, in agreement with observations from stacked Lyman break galaxy spectra
at z ~ 3. Thus, with an empirical correction, the Siu absorption lines can also be used to determine the H1 coverage. Finally, we show
that a consistent fitting of dust attenuation, continuum and absorption lines is required to properly infer the covering fraction of neutral
gas and subsequently to infer the escape fraction of ionizing radiation.

Conclusions. These measurements can estimate the LyC escape fraction, as we demonstrate in a companion paper.

Key words. galaxies: ISM — ISM: abundances — ISM: lines and bands — Ultraviolet: ISM — dust, extinction — dark ages, reionization,
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first stars

1. Introduction

Star-forming galaxies are ideal laboratories to understand how
the early universe became reionized. Galaxies likely reionized
the universe because quasars are too rare at high redshifts
(Fontanot et al.||2012, 2014). Compact galaxies with intense
star formation rates produce large amounts of ionizing pho-
tons which, under certain circumstances, escape the interstel-
lar medium (ISM) and ionize the intergalactic medium (IGM).
To reionize the universe, studies suggest that 10 — 20% of the
ionizing photons produced by star-forming galaxies must escape
galaxies (Ouchi et al.[2009; Robertson et al.[2013} Dressler et al.
2015). However, it has been challenging to detect Lyman contin-
uum radiation from individual galaxies.

Three unambiguous observations of ionizing photons have
been reported at z~3 (Vanzella et al.[2015} |de Barros et al.[2016;
Shapley et al.|2016} Bian et al.|2017), with Lyman continuum es-
cape fractions ( jfe?f) greater than the escape fractions required
to reionize the universe (near 50%). Additionally, there are nine

low-redshift (z < 0.3) galaxies with 1% < ‘,LS‘CC < 13% (Bergvall
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et al.||2006; [Leitet et al.|[2013; [Borthakur et al.|[2014; [Leitherer
et al.|2016; |Izotov et al.[2016bla; [Puschnig et al.[2017)), and one
recent detection at z = 0.37 with ﬁLfCC ~ 46% (Izotov et al.[2018]).
The low number of detections emphasizes the difficulty of de-
tecting Lyman continuum Emitters (LCEs).

Zackrisson et al.| (2013) proposed two theoretical models to
explain how ionizing photons escape galaxies. In the first sce-
nario, low H1 column densities allow Lyman continuum photons
to pass through without being completely absorbed; this is called
the density-bounded scenario (Jaskot & Oey|[2013; Nakajima &
Ouchi|[2014). This scenario manifests itself as low H1 column
densities (< 10'® cm™2). In the second scenario, ionizing pho-
tons leak into the IGM through holes in the neutral gas (Heck-
man et al.|2011). This scenario is called the picket-fence model
and relies on a patchy neutral gas. A patchy neutral ISM man-
ifests as H1 absorption lines with a covering fraction less than
one. It is unclear which of these scenarios describes how ioniz-
ing photons leak from galaxies. Constraining neutral gas prop-
erties, especially the Hr1 covering fraction and column density,
is an effective way to disentangle how ionizing photons escape
galaxies.
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H1 absorption lines in the restframe far ultraviolet (the Ly-
man series: 912-1026A) directly probe the Hi covering fraction
and column density. However, the Lyman series is challenging
to observe for several reasons. First, at low-redshifts it requires
deep restframe far-ultraviolet observations blueward of Ly, a
wavelength regime notoriously difficult to observe. Second, the
Lyman series is unavailable at redshift z > 3 because the Lya for-
est completely absorbs this region. Third, several observational
obstacles need to be accounted for to measure the H1 properties.
In particular, foreground contamination (Vanzella et al.|2010),
intervening absorbers, stellar continuum from the galaxy itself,
ISM absorption lines, and, at low-redshifts, Milky Way and geo-
coronal emission need to be identified. . .

ISM metal absorption lines (i.e. Sinm 1260A, Cu 1334A) are
easier to observe than the Lyman series (Heckman et al.|[2011}
Alexandroff et al.|2015). However, using metal absorption lines
to trace the Hr1 assumes that metals directly probe the neutral
gas. Recent studies indicate that the ISM metal lines may have a
factor of 2 times smaller covering fractions than Hr1 absorption
lines (Reddy et al.|[2016b). As a result, metal absorption lines
may not trace the H1.

In this article, we directly observe the Lyman series of indi-
vidual high and low-redshift star-forming galaxies to determine
their neutral gas properties, and to compare H1 measurements
to ISM metal properties. For the first time, we measure the H1
properties of spectroscopically confirmed LyC emitters to deter-
mine which physical process enables ionizing photons to escape
galaxies. A companion paper uses these observed H1 properties
to predict the escape fractions of ionizing photons (Chisholm et
al. submitted; hereafter Paper II).

This paper is organized as follows: Sect. [2] describes the ob-
servational data. Sect. [3] defines the different models and equa-
tions used to fit the stellar continua and UV absorption lines. In
Sect. [d] we use synthetic spectra to illustrate how accurately we
recover H1 column densities and covering fractions from obser-
vations. Sect. [|discusses the measured H1 covering fractions of
the LyC emitters, the relation between the Hr1 and Sim covering
fractions, the effects of the assumed dust geometry, and compar-
isons to previous studies. We summarize our results in Sect. [

2. Observed data

We study the neutral gas properties of a sample of 18 star-
forming galaxies listed in Table [I] Our selection is driven by
the need to observe the Lyman series, i.e. available restframe
UV spectroscopy between Lyman-g and the Lyman limit. We
select the low-redshift galaxies observed with the Cosmic Ori-
gins Spectrograph (COS) on the Hubble Space Telescope (Green
et al.|2012)) with this wavelength coverage. Given the sensitivity
and wavelength range of the G130M grating on COS, the Ly-
man series is observable with a spectral resolution R 2 1500 for
galaxies at z > 0.18. Therefore, from the COS archive we se-
lected the 15 galaxies at low redshifts (z < 0.36) with Lyman
series observations. Each galaxy is at a redshift such that at least
the Lyg line is observable with the COS G140L or G130M grat-
ings.

Many of our low-redshift galaxies were originally targeted to
observe possible LyC emission, but only nine of them are con-
firmed LyC emitting galaxies. Four galaxies are from the Green
Pea sample of Henry et al.| (2015), and two are Lyman Break
Analogs from|Heckman et al.|(2011). The other nine galaxies are
known LyC emitters (J1503+3644, J0925+1409, J1152+3400,
J1333+6246, J1442-0209, J0921+4509, Tol1247-232, Tol0440-
381 and Mrk 54 from |Izotov et al. |2016blal; [Borthakur et al.
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Table 1: Sample of galaxies with Lyman series observations

Galaxy name  z 12 + log(O/H) f2° R

(1) (2) (3) (4) (5)
J0921+4509 0.23499 8.67¢ 0.0108 15000
J1503+3644 0.3537 7.95° 0.058" 1500
J0925+1409 0.3013 7.91¢ 0.072¢ 1500
J1152+3400 0.3419 8.00” 0.132° 1500
J1333+6246 0.3181 7.76° 0.056" 1500
J1442-0209 0.2937 7.93° 0.074" 1500
Tol1247-232 0.0482 8.10¢ 0.004" 1500
Tol0440-381 0.0410 8.20¢ 0.019" 1500
Mrk54 0.0451 8.60¢ <0.002" 1500
J0926+4427 0.18069 8.01°¢ - 15000
J1429+0643 0.1736 8.20¢ - 15000
GP0303-0759  0.16488 7.86° - 15000
GP1244+0216 0.23942 8.17°¢ - 15000
GP1054+5238 0.25264 8.10° - 15000
GP0911+1831 0.26223  8.00° - 15000
SGAS J1226 2.92525 - - 4000
SGAS J1527 276228 < 8.5 - 2700
Cosmic Eye 3.07483  8.60 - 2500

Notes. (1) Galaxy name; (2) redshift; (3) metallicities derived from opti-
cal emission lines; (4) Lyman continuum escape fraction; and (5) spec-
tral resolution of the observations. Dashes indicate that the quantities
have not been measured.

References. (a) [Pettini & Pagell (2004); (b) [lzotov et al.| (2016b); (c)
[zotov et al.|(2016a); (d) Leitherer et al.|(2016); (e) Izotov et al.|(2011);
(f) |Stark et al.| (2008)); (g) Borthakur et al.|(2014); (h) |Chisholm et al.
(2017a)) (i)[Wuyts et al.[(2012)

2014} Leitherer et al.|[2016). The nine leakers with COS/HST
data were reduced using CALCOS v2.21 and a custom method
for faint COS spectra (Worseck et al.|2016). The other COS/HST
data were reduced with CALCOS v2.20.1 and the methods from
‘Wakker et al.| (2015). The five [Izotov et al. (2016alb)) spectra
were smoothed with a 5 pixel boxcar.

Finally, we also include 3 gravitationally lensed galaxies at
z = 3 (Stark et al.[[2008; Koester et al.|2010). These galax-
ies are part of the Magellan Evolution of Galaxies Spectro-
scopic and Ultraviolet Reference Atlas (MEGaSaura; Rigby et al.
2017), and are selected because they are the only galaxies
in the MEGaSaura sample with a signal-to-noise ratio greater
than 2 near the Lyman series. These are moderate resolution
(R ~ 3000) spectra observed with the MagE spectrograph on
the Magellan Telescopes (Marshall et al.|[2008)). Instead of the
full galaxy names, we use a short name for two sources SGAS
J1226 = SGAS J122651.3+215220 and SGAS J1527 = SGAS
J152745.1+065219.

The complete sample is summarized in Table [T, where we
list a few host properties and (nominal) spectral resolutions of
the observations. An upper limit on the [N IT]/Ha ratio constrains
the metallicity for SGAS J1527 (12+log(O/H) < 8.5;|Wuyts et al.
2012)); for SGAS J1226 these lines are not accessible from the
ground. Meanwhile, [Stark et al.| (2008)) measured the metallicity
of the Cosmic Eye using the R,3 index.
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3. UV spectral tting methods and results

We now describe the theory and the methods we use to tthe UV
spectra including: the stellar continua, the &bsorption lines,
and the metal absorption lines. The method is then applied to
simulated data (in particular to determine systematic errors), and
to the observed spectra.

3.1. UV continuum and interstellar absorption line modeling
3.1.1. Adopted geometries and basic formulas

To describe the radiation transfer in the host galaxy, we adopt the
classical “picket-fence” model with derent assumptions on the
geometric distribution of gas and dust. In practice we consider
two cases(a) the picket-fence model with a uniform foreground
dust screen, antb) a clumpy picket-fence model where dust is

only in the neutral gas clumps. Two parameters describe the g 1: Total t (red solid line) of the Ly absorption line for the
models: the dust attenuation (here parametrizedby) and  gajaxy GP 12440216 (black data). The contributions from the

the geometric covering fraction of neutral g&&Y, de ned as gie|lar continuum (dashed red line), Labsorption line (blue
the fraction of the total lines of sight of the emitted UV radiatiogiq line), and @ absorption line (orange solid line) blend to-

which are intercepted by neutral gas in the direction towards t&&ther. QG absorption lines at 989A and 1039A are unblended

distant observer. L . _.and robustly constrain thei@ro le. All three components need
In (a) both the radiation emerging from the gas clumps (W"?b be accounted for when tting the Lyman series.
geometric coverag€;) and radiation directly escaping (1C¢)

is attenuated by a uniform foreground dust screeifb)nonly a
fraction,Cy, of radiation is “processed” through the gas clump#or casegb) (Vasei et al. 2016). Note that R of the uniform screen
imprinting interstellar absorption lines and attenuating the stellaodel is always greater than, or equal to, the R of the clumpy
continuum. The rest escapes unaltered. Gas within these clumslel (see the discussion in SEcf5.3).
is assumed to be homogeneous, and the inter-clump medium hag=inally, the absolute escape fraction of radiation for
a negligible column density of neutral gas, i.e. is assumed tomenochromatic radiatiorfesc= F =7, becomes
completely transparent. A 04K Eg v

These simple models have already been examined and fage= 10~ Crexp( )+ (1 Cy) (®)
sumed by other authors (elg. Zackrisson et al. 2013; Borthakl the uniform dust screefa), and
et al|[2014} Vasel et &l. 201l6; Reddy et al. 2016b). We therefore 04k E
only brie y list the main equations used in our spectral modefesc= 10 ™™ =" Crexp( )+ (1 Cs) (6)

ing. For a picket-fence model with a uniform foreground dug the clumpy geometrgb). It is important to note that the values
screen(a) the emergent uxF is: of C; andEg v di er a priori between the two model geome-
R 0dk E tries, except for the case of high covering fractiofs ( 1)
F=F 10™=v Crexp( )+(1 Ci); (1) or low attenuationfg v ! 0). They must be determined con-
sistently from ts to the observed data, adopting the equations
whereF? is the intrinsic stellar emission prior to alteration byorresponding to the assumed geometry.
the ISM, k describes the attenuation law, andis the opti-
cal depth of the interstellar absorption lines. For a picket—fen%e "
model, with a clumpy gas distributiqio), the emergent ux be- >-1-2- Fitting method
comes: The main spectral region modeled here is the Lyman Series, H
o : ° ) absorption lines from Lyto the Lyman break (912 1050A).
F=F" 10%%%v Crexp( )+F’ (1 Cp); (2) In practice, due to the lower signal-to-noise ratio (SNR) close to
_Lyman break, the bluest Lyman line that we include is Ly6
0A). FigureﬂL emphasizes the complicated nature of the red-
st Lyman series line, Ly strong stellar continuum features
red dashed line) blend with the broad iterstellar absorption

where the second term describes the unattenuated, directlyt %
caping, radiation. This light is unattenuated because the hoq
are assumed to be free of gas and dust. For large covering f

ti 11 I tt ti ! Eq. d X . g
é(()]r.ls@”)(cére ide%t?(:al(.)w attenuationst v 0). Ba. [3) an (blue line), as well as the weakerinterstellar absorption line

We de ne the residual uxR, as the ratio of the ux den- (orange line). Consequently, bluer Lyman series lines (especially

sity at the observed wavelength of the line to the continuum Lfy ) have fewer complications due to their simpler stellar con-
r

density.R gives the fraction of light unabsorbed by the neut jua. L . s
gas. For saturated lines (1) the residual ux becomes We model ISM metal absorption lines fromiQOvi, Siil,

Cii and Clii (listed in Tabld R). @has a similar ionization struc-

R=1 Cj 3) ture as H, such that @ absorption lines blend with all Hines,
except for O 989 and 1039 A. These two lines constrain thie O
for a uniform dust screefa), and pro le.
First, we t the stellar continuum. We start with an initial
R= (1 Cy) () stellar model using a linear combination of 10 single-age stel-
T 10 9% EsvC; + (1 Cy) lar continuum models with ages of 1, 2, 3, 4, 5, 8, 10, 15, 20
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Table 2: Fitted absorption lines Absorption lines of dierent ions are added using Voigt pro-
les de ned by the: velocity shiftv, b-parameter, column density
lon rest [A] N, andC;. The metal covering fraction is initially xed to 1 to
920.947 reduce the number of free parameters. We include thal

sorption lines that are directly blended with the Lyman series.

923.156 Each ion is considered independent, as are its parameters. For
926.223 each galaxy, we test whether including the remaining metal lines
Hi 930.748 listed in Table 2 improves the Lyman series ts. If, by eye, they
937.803 do not improve the ts, we do not include the lines. Finally, the
949.743 STARBQRST99modeIs are convolved with the nominal spectral
972 536 resolution of the observations.
1025.473 We account for dust attenuatlion using the attenuation law
924,950 from Reddy et al. (2016a), a uniform dust screen model, and
: tting for the dust attenuation parameteEd y; similar to
929.517 Chisholm et al. 2015). The linear combination of stellar contin-
930.256 uum models, interstellar absorption lines, and dust attenuation
936.629 produces the nal tted spectrum.
948.685 The data is t using an IDL routine based on the non-linear
950.885 least squares methoBIPFIT (Markwardt 2009) MPFIT returns
Oi 971.738 the best-t and errors foEg v, b, v, N and Cs of each ion.
' For observed spectra, the rst step consists of masking the ISM
976.448 absorption lines and the contaminating Milky Way absorption
988.578 lines, geocoronal emission, and intervening absorbers. We ap-
988.655 ply these masks on the data and t for the linear combination
088.773 of dust-attenuate§ TARBURST99models. In a second step, we
1025.762 x the stellar continuum and t for the ISM absorption lines as
well as Milky Way absorption lines adjacent to the ISM lines.
1039.230 We t for all of the observed Lyman series lines up to Ly6, pro-
1302.168 vided that they are not near geocoronal emission or intervening
. 1031.926 absorbers, and do not have a signal to noise ratio below one.
OVi 1037616 Since the simulated data do not contain the extra complications
Cii of adjacent Milky Way and geocoronal lines, all parameters are
it 1036.337 ) .
simultaneously tin one step.
Ciii - 977.030
989.870
Siii  1020.70 3.2. Fitting simulated data
1190.42 We tested our tting method with both noise-free and noisy syn-
1193.28 thetic data to determine how well the estimated parameter errors
1260.42 represent the actual errors. Additionally, we tested how these
) errors depend on the SNR and the spectral resolution. In Ap-
Notes.Wavelengths are in vacuum. pendix A we fully describe the generation of synthetic spectra,

@ Used only for generating synthetic spectra, see Sect. A . : :
® Used for O measurements in Tol0440-381 and Mrk54 spectra, sbgtczgr?o\:v? S(;J?(Taﬁgf'(e);hiﬁfF:;Z.sTrrf'nsyr:mae“(':cskl(aa?-?gr?cv(\a/er:qeogreol
Sect. 3.3.2. u Wi I0S: uming pi

© Used only to measure ficovering fraction, see Sect.3.3.3 . (log(Nw 1[cm ?]) = 20, Ct = 0:9) and one describing a uni-
form ISM in the density-bounded regime (Idg(,[cm 2]) =
) o 17.57,C¢ = 1). Both scenarios correspond to an escape frac-
and 40 Myr. We also use stellar continuum metallicities of 0.0fgn fesc = 0:1, regardless of the chosen dust distribution, since
0.2,0.4,10r 2 Z. These spectra are drawn from the fully theaye setEg v = 0 (Egs. (5) and (6)).
retical STARBURST99library (S99; Leitherer et al. 1999), com- Wi ted theti t ing th i f th
puted with the WM-Basic method (Leitherer et al. 2010), and € created synthetic spectra using the parameters ot the

; ket-fence and density-bounded regime (see Table A.1) for
have a spectral resolution R(S992500. We choose the stellar?'® . .
continuum metallicity closest to the ISM metallicity (Table 1)seven di erent spectral resolutions hetwer= 600 15000.

The STARBUST99models use a Kroupa Initial Mass Functior{:Or eagh of these fourteen set-ups (7'sp(_ectral resolu.tions.and two
with a high (low) mass exponent of 2.3 (1.3), a high-mass Cut(§(:enar|os;) we created 50 dirent realizations by adding dir-

at 100 M, and the stellar evolution tracks with high mass-logyt St of random Gaussian noise. The '?Ve' of Gaussian noise
Was chosen to produce a nal SNR per pixel between 20,

from Meynet et al. (1994). We t for a linear combination of theIn seven total SNR steps. In total we created 98egént con-
stellar continuum ux,Fsgg, as : ; , -
gurations (2 di erent scenarios, 7 spectral resolutions, and 7
E? = ilzolxi |:i99; 7) SNRs), and each con guration has 50 individual spectra, for a
total of 4900 synthetic spectra. Figs. B.1 and B.2 show synthetic
whereX; are the linear coecients for a given age)(and Figg spectra and the best- t models for high and low spectral reso-
are theSTARBURST99theoretical stellar continuum models fodution (R = 15000 andR = 600) for three SNR con gurations

a given age. (noise-free, 10 and 2).
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We t the synthetic spectra with the methods outlined iim Table 3. The fact that changes is consistent withbeing de-
Sect. 3.1.2. From this tting we de ne two types of error: generate witiNy; at these column densities. This indicates that

o o S saturated H absorption does not &ct the measured velocities
— The statistical error (Errswa). This is the individual errors and covering fractions.

returned bymMPFIT.
— The systematic erroi(Errsys). This is the deviation of the ) ) )
50 parameter estimates of each scenario from the actual $&:1- Non-parametric measurements of the Hi covering

rameter value that created the original line pro Exreys is fraction
therefore a function of SNR and resolutidfrrsys: is calcu-  Fitting the Lyman series using the the radiative transfer equa-
lated as: tion (Eq. (1)) is one way to measure the Eovering fraction.
yp—— However, this assumes that the absorption pro les follow a sin-
1 RO ) gle Lorentzian velocity distribution. Observed absorption pro-
Erfsyst= 5 (i xr)% (8) les arising from galactic out ows are highly non-Lorentzian
i=1 (Heckman et al. 2000; Pettini et al. 2002; Shapley et al. 2003;

Weiner et al. 2009; Chisholm et al. 2017b). Consequently, we

also measur€; from the residual ux of the Lyman series lines

between the estimated parameters and the actual paramealfé? _fremo(\j/mg the stellar COS“QUU?: (T_ee Eq. (3)). T.h'? alllssumes

that are unaccounted for BYPFIT. We expres€rryysias a auniform dust geometry and that the Lyman series Is 2“ y satu-
Sys ted. The Lyman series is saturated fridm, > 10 cm 2 (for

percent error, de ned as the deviation of the measured g to Ly6). Importantly, this non-parametric approach does not
rameter from the true parameter divided by the true para ssume a velocity distribution of theiljas, and accounts for

ter value. This fractional error is more broadly applicable f; ‘bitrary line pro les.

a variety of measurement values. The covering fraction is derived as the maximum ofEkay)
By de nition, Erreis not included in the statistical uncertainin @ velocity range chosen by eye near the deepest part of each
ties reported byPFIT, but it critically describes the ability of Lyman series lineFga, is the stellar continuum removed  ux,
MPFIT to recover the actual parameter values. We account f§Pdi €d by a Gaussian kernel centered on zero with standard

Errest by de ning the total error of each parametdfre,q) as deviatipn corresponding to_ the error array. We measur;@(;]ag)
the quadratic sum dEr ey andErreg; 1000 times, where each time the ux value of each pixel is de-

termined from a dierent noise distribution. We then take the
aq > > median and the standard deviation of this distribution asthe
Ermor = Errggt EMfges (9)  value and uncertainty for each Lyman series transition. Table C.3
lists theC; derived from the residual ux of each Lyman series
The systematic errors derived here are included in the errorg@hsition in each galaxy. We then de ne tfe(Hi) from the
the Hi covering fraction and column density (Cols. 3 and 6 gsidual ux as the error weighted meally) of thei observed

wherex; is the estimated parameter argl is the true pa-
rameter value. The systematic error accounts foerdnces

Table 3) Lyman series transitions and tBg error as the error oMy as:
P-n- Cs, 1y
3.3. Fitting observed data Mw = —"F%# with | = =;
i=1- i i
Using the tting method described in Sect. 3.1.2, we tted the S ' (10)
observed spectra of the 18 galaxies in our sample. The resultin’\g - p 1
t parametersEg v, Cs, v, b, andN are listed in Table 3, and ™" L

the corresponding best- t spectra are shown in Appendix B. The )

reported uncertainties on theildolumn densities and coveringThe corresponding values, denoted @s tepth”, are reported
fractions account for the systematic errors derived from simulg-Table 3. TheC; depth values are consistent, within the errors,
tions. with the C; values derived from the ts in Sect. 3.3. Except for

We note that Tol0440-381 and Mrk54 have much lower red010440-381 and Mrk54, where we do not t the absorption lines
shifts than the rest of the sample. Consequently there are m&fd the method in Sect. 3.1.2, we compute the @akH1) as
Milky Way absorption lines near the Lyman series. This higiibe weighted mean of th@; depth and the ttedC values (col-
density of Milky Way Lyman series absorption lines means theifnn 8 in Table 3).
we cannot accurately t the Lyman series with Voigt pro les.

Rather, we used non-parametric ts to describe thiepkbper- 3 35 |ngirect measurements of the Hi column density
ties (see Sect. 3.3.1).

The Hi column densities are @&cted by large uncertaintiesSince the Lyman series lines are saturated, but not damped, and
because the low SNR and insgient resolution of the spectrathe spectra have insicient spectral resolution and SNR (cf.
does not allow a reliable estimate Kf;; given the saturation of Sect. 4.1), direct Hcolumn density measurements are largely
the Hi absorption lines (see Sect. 4.1). Therefore dikggtmea- unconstrained. Therefore, indirect methods of measingre
surements from the Lyman series are not reliable, and an indireeeded. We use thei@bsorption lines, constrained when pos-
method is used (Sect. 3.3.2). To examine whether saturation aiide by the unsaturatedi039A absorption line, to derive the
the resulting degeneraciesect theC; or metal column densi- Oi column density. Using the known metallicity (Bg(C=H))
ties that we derived, we re t the spectra xing theitldolumn of the galaxy, we then indirectly infer the hydrogen column den-
density toNy | = 10 cm 2. This Ny; corresponds to an opti- sity. This approach assumes that the emission-line based oxygen
cally thick portion of the curve of growth for the observed Lymaabundance, tracing the chemical composition of the ionized gas,
series lines (from Ly to Ly6). We nd that all the t parameters is identical to that of the neutral gas. If the metallicity was lower
(except forb(H i)) are consistent within 1 with the results listed in the neutral gas, e.g. due to the presence of some pristine gas
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Galaxy name Eg v log(Nx 1) b % Cs ts Ct depth Cs nal
logcm?] [kms1] [kms1]

(2) (2) 3) 4) (5) (6) (1) (8)
J09214509 0.222 0.015 17.94 3.22 95 49 -56 13 0.754 0.111 0.769 0.116 0.761 0.080
J1503-3644 0.274 0.014 20.50 2.33 91 24 -127 12 0.634 0.109 0.754 0.062 0.725 0.054
J0925-1409 0.164 0.015 17.81 3.26 81 73 -214 151 0.652 0.218 0.635 0.094 0.638 0.086
J1152-3400 0.134 0.022 20.94 2.70 187 48 -468 39 0.506 0.067 0.619 0.08 0.548 0.053
J1333-6246 0.151 0.043 21.14 1.46 102 19 -126 48 0.731 0.122 0.826 0.066 0.804 0.058
J1442-0209 0.140 0.015 19.60 3.53 123 183 -261 34 0.621 0.120 0.549 0.040 0.556 0.038
Tol1247-232 0.156 0.010 21.89 3.09 66 87 260 31 0.587 0.061 0.690 0.084 0.623 0.049
Tol0440-381 0.271 0.028 - - - - 0.570 0.084 0.570 0.084
Mrk54 0.359 0.013 - - - - 0.504 0.077 0.504 0.077
J0926-4427 0.114 0.010 16.39 0.40 213 23 -199 12 0.723 0.048 0.814 0.048 0.768 0.034
J1429-0643 0.108 0.015 16.17 050 236 56 -241 36 0.897 0.071 0.960 0.061 0.930 0.046
GP0303-0759 0.1210.045 16.07 1.50 192 99 -266 92 0.908 0.207 - 0.908 0.207
GP12440216 0.290 0.043 16.34 0.80 220 79 -78 48 0.909 0.357 0.950 0.131 0.946 0.123
GP10545238 0.204 0.044 19.60 3.81 164 78 -166 29 0.702 0.131 0.889 0.158 0.778 0.101
GP091#1831 0.352 0.038 16.76 1.19 188 43 -273 40 0.731 0.150 0.765 0.116 0.752 0.092
SGAS J1226 0.201 0.001 17.16 1.06 380 24 -264 21 0.932 0.038 0.998 0.009 0.994 0.009
SGAS J1527 0.3700.002 17.15 1.22 269 47 -208 25 1.000 0.075 0.990 0.038 0.992 0.034
Cosmic Eye 0.405 0.001 2259 1.28 199 5 56 16 0.918 0.072 0.998 0.024 0.990 0.023

Notes. (1) Galaxy name; (2) dust attenuation parameky (); (3) logarithm of the H column density; (4) H Dopplerb-parameter; (5) H

velocity shift; and (6) H covering fraction from the ts. Uncertainties of theildolumn density and covering fraction from the ts include the
systematic errors detailed in Sect 4.2. (7)ddvering fraction measurements derived from the residual ux of the individuabdorption lines

(Sect. 3.3.1; Table C.3). GP0303-0759 does not have a reliable depth measurement because Milky Way absorption lines overlap the Lyman sel
(8) weighted mean of (6) and (7).

(see, e.g. Lebouteiller et al. 2013, and references therein) or3rB.3. The Siii covering fraction
complete mixing of the metals (see Sect. 5.2), the resuling

would belarger (and more saturated) than inferred here. We measured the $icovering fraction C+(Siii)) using the

Siii 1190 A doublet and the 8i 1260 A singlet. For the
The Oi t parametersb, v, Noi, and the H column density ' 126? Atﬁ'nglet.gf(ls'”) is derived u5|tng tfht‘; s:ime proce-
derived using the metallicities from Table 1, are listed in Table ?gre as for the residua’ ux measurements of the Lyman sefies

T ! ect. 3.3.1). A dierent approach, detailed in Chisholm et al.
A cunve Og.sgrOWtzh analysis indicates thai ®039A saturates at (2017b), is adapted for the doublet. As the two transitions share
Noi > 10*° cm 2, whereas all but one of olMo; are less than

. X e the samé&; and the ratio of the two optical depths is given by the
10'62 cm 2. If the Oi 1039 line is saturated, then thiy; values " - -
in Table 4 would under-estimate the actdl; (i.e. Ny, is not ratio of their oscillator strengthd, the velocity-resolved cover

lower than the quoted values).i@ undetected for J0924.409 anlfrallgtéc;r; ;iss.measured from a system of equations (Hamann
(see Fig. B.5), and we usei302 A for Tol0440-381 and ' '

Mrk54. We could not determindly; for the three Mg@Saira Fw(V)2 2Fw(v) + 1
sources, since the iQine was either saturated, or there was néts(V) = Fo() 2FwV) + 1
a literature metallicity. The resulting iHcolumn densities are s w
found to be logkly ;) 186 20cm?.

(11)

whereFyy is the continuum subtracted ux of the weaker doublet
line (Siii 1190 A) andFs is the continuum subtracted ux of
We xed the Oi covering fractions to the Hvalues (i.e. the stronger doublet line (811193 A). This method accounts
C:(Oi) = C¢(Hi)). This is plausible becausei@nd Hi have for the possibility that the lines are not saturated. We measure
similar ionization potentials and their ionization fractions arée covering fraction 1000 times by varying the ux in a similar
locked together by charge exchange. We examined how tyifgy to the residual ux measurements of the Lyman series. The
the covering fractions impact the derivedi @olumn densi- Median and standard deviation of this distribution is taken as the
ties. As an extreme case, we xed thei @overing fraction to C¢(Siii) value and error (Table 5).
1 for J1152 3400, which has one of the lowe&%(Hi), and
J092HK4509, which has the lowedty; derived from Q. We . : ;
found that logNoy) is reduced by 0.30 and 0.15 dex, respectivel;gf,"l' Effect of the UV attenuation law on the covering fraction
which is comparable to thBg; errors. Therefore, we concludeA priori the measurements made here also depend on the dust
that tyingC¢(Oi) to C(H i) does not drastically change the meaattenuation law used. In this study, we used the attenuation law
sured G column density. from Reddy et al. (2016a) because it is de ned blueward of.Ly
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Table 4: Fitted Q properties

Galaxy name lod¥oi) b \Y log(NH 1)
flogcm?)] [kms '  [kms] [log(cm 2)]
(2) (2) 3) (4) (5)
J092}#4509 15.30 0.13 45 15 62 11 18.63 0.19
J15033644 15,55 0.16 302 98 102 77  19.60 0.17
J0925 1409 - - - -
J1152-3400 15.43 0.17 227 129 -102 83 19.43 0.18
J13336246 15.54 0.35 287 277 -213 152 19.78 0.37
J1442-0209 15.620.58 178 145 82 101  19.69 0.58
Tol1247-232  15.29 0.43 278 168 58 143  19.19 0.44
Tol0440-38% 1547 0.02 623 28 12 19 19.27 0.10
Mrk542 16.07 0.01 619 8 15 6 19.37 0.10
J0926-4427 15.77 0.02 118 5 -141 4 19.76 0.05
J14290643 15.55 0.24 218 74 -43 98 19.35 0.25
GP0303-0759 15.410.18 209 84 31 70 19.55 0.19
GP12440216 16.12 0.14 157 47 -67 36 19.95 0.15
GP10545238 15.73 0.14 256 72 39 55 19.63 0.15
GP091#1831 15.73 0.15 221 79 -102 67 19.73 0.16
SGAS J1226  16.110.03 200 7 -290 11 -
SGAS J1527 15,57 0.13 133 44 -89 33 -
Cosmic Eye 20.6%4 0.66 24 77 208 9 24.08 0.67

Notes. (1) Galaxy name; (2) logarithm of Ccolumn density; (3) @ Doppler b-parameter; (4) velocity shift of thei@ne. The O covering
fraction is xed to the H nal value from Table 3. We did not detect thei@bsorption lines in the J0928409 spectra. (5) Hcolumn density
derived from the product of (3) and #2o0g(O=H) (Table 1). Note that we cannot estimédg; for SGAS J1226 and SGAS J1527 because they do
not have a measured #2o0g(0C=H).

@ Used O 1302 A

® Szaturated Qline, hence unreliabl®y; determination. From the damped Lyro le, Quider et al. (2010) obtainedly, = (3.0 0.8) 10*

cm 2,

We re t J1503+3644 and GP09141831, two galaxies with high ing the SNRs and resolutions required to accurately measure the
Eg v and lowCs, using a Small Magellanic Cloud (SMC) atten<overing fractions of LyC emitters.

uation law, still assuming a uniform dust foreground. The SMC

law is signi cantly steeper than the Reddy et al. (2016a) law.

With the SMC dust law, we measuéx (Hi) of 0.653 0.109

and 0.744 0.156, respectively. These are consistent, within 1 ; .

with the C¢(H i) estimated using the Reddy et al. (2016a) atteﬁll' Hicolumn densities

uation law (0.634 0.109 and 0.731 0.150). TheEg v values

will change based upon the attenuation law used to match the ob-

served continuum, but these changes do netathe measured The synthetic spectra allow us to quantify how accurately our
Ct. We therefore conclude that the adopted attenuation law doesthod reproduces theikproperties. For SNRs (per pixel) less
not signi cantly impact the measured covering fractions. than 10 and resolutions less than 3000, the simulationsNayve
percent errors greater than 300% (Table C.1). Even at higher res-
olutions R = 15000), the percent error is greater than 200%,
unless the SNR is greater than 5. For the lower SNRs typical of

We simulated synthetic spectra and t these modkiiHes with our observations, we measure order of magnitude systematic un-
the method in Sect. 3.2. Comparing the tted results with t%jrtainties orfNy;. These large uncertainties are inherent because

4. Recovering H i properties from simulated spectra

- man series transitions saturate farddlumn densities be-
parameters that created the spectra characterizes how accurdt&lyY ™" 6 2 Ao o
the method returns the ifparameters. Here, we discuss these rfVeeNN = 10 cm 2 to N = 10%%cm 2. For these so-called Ly-
sults in the context of the Hcolumn density (Sect. 4.1) and thd"@n limit systems, high quality and very high resolution spectra
covering fraction (Sect. 4.2). This discussion illustrates @yat (R 30000) arg.lr\}leeded io foggégmn_‘r\r’]wth ;/mgt tting melth(; that
is accurately measured for most resolutions and SNRs, while {f1e (see et'gb' di eatTa ?t %'f t)H Lere ore, we cogc u f. a
H i column density has large uncertainties. These simulations cannot be directly ted irom tne Lyman Sseries absorption

especially helpful for planning future observations by determitl"€S- However, the (Dabsorpti_on lines included in our ts re-
P y nelp P 9 Y main unsaturated fa¥o; < 105 cm 2, and do not suer from

1 values have been taken from the IDL routine from J. Xavidhese large uncertainties. Consequently, the neutral column den-
Prochaska: https://github.com/profxj/xidl/tree/master/ sity is most accurately inferred by convertiNg; into Ny using
Dust the gas-phase metallicity, as done in Sect. 3.3.2.
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Table 5: Sii covering fractions

Galaxyname  Si1190A Sii 1260 A Mean

(1) (2) 3) 4)
J0921#+4509  0.66 0.32 0.59 0.15 0.60 0.14
J15033644  0.38 0.35 0.56 0.45 0.45 0.28
J0925-1409  0.40 0.28 0.43 0.34 0.41 0.19
J11523400 0.27 0.26 0.23 0.55 0.27 0.24
J13336246  0.29 0.26 0.56 0.35 0.39 0.21
J1442-0209 0.46 0.23 0.48 0.34 0.47 0.19
Tol1247-232 0.26 0.01 0.26 0.01
Tol0440-381 0.37 0.04 0.37 0.04
Mrk54 - 0.32 0.01 0.32 0.01
J0926-4427  0.37 0.19 0.36 0.06 0.36 0.06
J14290643  0.73 0.26 0.78 0.11 0.77 0.10
GP0303-0759 0.540.29 0.47 0.12 0.48 0.11
GP12440216 0.49 0.39 0.51 0.18 0.50 0.16
GP10545238 0.41 0.34 0.49 0.22 0.46 0.19
GP091#1831 0.39 0.36 0.45 0.33 0.43 0.24
SGASJ1226  0.97 0.06 0.91 0.04 0.93 0.03
SGASJ1527 0.830.16 0.79 0.10 0.80 0.08
Cosmic Eye 0.98 0.06 0.94 0.03 0.95 0.02

Notes.(1) Galaxy name; (2L;(Siii) derived from the Si 1190 A doublet using Eq. (11); (®):(Siii) derived from the Si 1260 A absorption

line; (4) weighted mean between (2) and (3). We do not observe ih&1510 A doublet for Tol1247-232, Tol0440-381 and Mrk54 because these
lines fall in the COS detector gap.

4.2. Hicovering fractions

Conversely, the simulations show th@t(Hi) has a low per-
cent error, under typical observing conditions.FAt 1500 and
SNR> 5, theC; systematic percent errors are less than 6% of
the measured value (Fig. 2, Table C.2). Therefore, the neutral
gas covering fractions are accurately recovered from our obser-
vational conditions.

JWSTwill accurately measur€; of metal absorption lines
from high-redshift galaxies. NIRSpec @WSTis expected to
haveR 3000 (1000) in the high (medium) resolution con gu-
rations. This means that the systematic errors will be 3% (6%) of
the measure@; for SNR= 5 observations, illustrating the fea-
sibility of measuringCs from high-redshift galaxies witdWST

5. The covering fraction of LyC emitters and

comparison sources . . .
P Fig. 2: Color map of the systematic percent error of the covering

We now examine the derived covering fractions from the Lymdraction as a function of the resolution and signal-to-noise ratio
series and the Siabsorption lines. Then we discuss dientge- (SNR). The synthetic spectra are created witk R20 km s?!
ometrical model assumptions and compare our results to eartiembine a theoretical stellar continuum spectra with R(S99)
work. 120 km s and absorption lines of spectral resolution R. The
covering fraction is recovered to within 5% of the estimated pa-

. . rameter for all observations within the dark blue region.
5.1. Leakers have low neutral gas covering fractions

The Hi covering fraction describes the porosity of the neutral
gas, and demonstrates whether the neutral gas is clumpyar& likely because the sample is biased: 15 of these 18 galaxies
smallerC;(H i) means that there are more low-density channeisere targeted as potential LyC leaker, or for being particularly
for ionizing photons to escape through. strong line emitters. Since a non-uniy is a possible LyC es-

Our sample has Hcovering fractions ranging from:®0 to cape mechanism, itis not too surprising that many of these galax-
unity (Fig. 3). Only ve of the 18 galaxies (28%) have an ebv- ies have lowC;(Hi). The three galaxies that were not targeted
ering fraction consistent with unity at 1 The lowC;(H i) values as LyC leakers (the BpSaira galaxies) hav€;(H i) consistent
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Fig. 4. Comparison of the 8iand Hi covering fractions. The

iﬁg.gs;l:I:;isétggiLag]ucr)fstg?nglcejzc.)v\?\/relzngglri?iﬂgn;frgglg) fﬁ?(;n éggxii?Ck solid line shows a one-to-one relation and the dotted line is

known to leak LyC photons (blue) and galaxies without me _edct:teoé_r_e_zla_\ti%nz(sEq. (12)). The average set betweelC(H1)
sured LyC emission (black). The leakers have the lo@egti) 2andCi(Siii)is 0.25.
and the unknown emitters have the high@stH i).

5.2. Hiand Siii covering fractions

Low-ionization metal absorption lines are often used as prox-

; ; ; ; ies for the neutral gas covering fraction (Shapley et al. 2003;
with unity. In contrast, the galaxies with the largest con rmed e&ES X 9 9 i ;
cape fractions of ionizing photons have the lowggtH i) values 90N€s et al. 2013; Alexandreet al. 2015; Trainor et al. 2015).
(Fig. 3). The leakers have a medi@n(H i) = 0:62 0:10, while Metal lines are in redder portions of the spectra. Consequently,

the unknown leakers have a med@p(Hi) = 0:95 0:10. Ly- instruments can more eiently observe metals lines at low-
man continuum emitters have lowitdovering fractions. which "€dshifts, and the Lyman forest does not obscure metal lines at

allows LyC photons to escape through low density channels. high-redshifts. Therefpre, metal absorption lines are_ideal probes
of neutral gas properties. However, recent observatios o8

The largeNy; values, estimated from the i@olumn den- stacked spectra suggest that metal absorption lines have covering
sities (Table 4), further emphasizes that ionizing photons miigctions a factor of two smaller thanitdbsorption lines (Reddy
escape through holes in theiH\y;, calculated fromNo;, is €t al. 2016b). Here, we test whetl@y(Siii) tracesCs (H1).
greater than 18° cm 2 for the entire sample. Even without — The Ci(Siii) is systematically lower tha¢(Hi), with a
converting intoNy;, the largeNo; values require unphysically mean o set of 025 (Fig. 4).C¢(Hi) and C(Siii) are linearly
large metallicities (12log(O/H) > 10) for ionizing photons to related at the 3 signi cance level (p-value< 0.001; Pearson's
escape through low density regions. At these column densitirelation coe cient of 0.79) as:
the Lyman series and Lyman limit are saturated. lonizing pho- .
tons cannot pass through the neutral gas unabsorbed. In othdH 1) = (0:63 0:12)  Cq(Siii) + (0:44  0:07): (12)

words, even LyC galaxies have optically thick;Hbnizing pho- . - . . :
tons must escape through low-density channels. While Cy(Siii) is not equal tC(H 1), Eq. (12) estimate§(H1)
from C¢(Siii). Neutral gas covering fractions can be estimated

Low C;(H i) values indicate that the escape of LyC photorfEom metal covering fractions.
is dominated by a patchy ISM, or the Picket-Fence model. How- There are numerous reasons Wly(Siii) could be related
ever, we nd that a low covering fraction is not the only paramd®, but not equal toC(H1i) (see Reddy et al. 2016b, for an in-
ter leading to a largé.s, For example, Mrk 54 has@;(Hi) 0.5 depth discussion). First, narrow, high covering fraction, metal
and afes; < 1%. Dust crucially impacts the LyC escape fractioines may be unresolved in low-resolution spectral00).
by removing ionizing photons (Eq. (5)). Consequently, the e\glhlle_ this is posgble for Iow—resolugo_n data, it is less !|kely for
cape fractions cannot simply be inferred from the measured c#ye high-resolution COS data. TheiiSines could possibly be

ering fractions. This is discussed in depth in Sect. 5.3 and PagBpaturated, but the doublet method accounts for this possibility
1. and does not remove the systematicet. Alternatively, the Si

ionization potential overlaps with, but is not equal td, Fihere-

Using Eg. (5), we can predict which of the 9 galaxies in thfere, the Sii and Hi gas may trace similar, but not equal, gas.
sample without measured LyC emission should emit ionizingowever, Reddy et al. (2016b) nd that theiBand Hi line pro-
photons. To emit LyC photons, both a Id#g v and a lowC; les and central velocities are similar (also see Chisholm et al.
are required. J09261427, J14290643, and GP1054238 are 2016). This indicates that the two transitions are co-moving and
the best candidates in our sample to leak ionizing photons fiace similar gas. Finally, the &ilines are also potentially af-
order of most likely to emit ionizing photons). Follow-up obserfected by scattering and uorescent emission in- lling, although
vations should expect to nd.scvalues between:02 0:06. it is di cult to predict the amount the emission increases the
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